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Abstract

The Federal Office of the Environment (FOEN) of Switzerland has been collecting

water temperatures and discharge data of the four Swiss rivers Rhine, Rhone, Inn

and Ticino for over 40 years. Although the data collection was carried out carefully,

gaps of different sizes occur in the data of the roughly 80 water stations. These gaps

happen due to various reasons such as scheduled maintenance activities or sensor

malfunctions, which pose significant challenges to comprehensive data analyses and

the accuracy of predictive models. This paper aims to use several pretrained LSTM

(Long Short-Term Memory) models, introduced in previous work, to impute the

gaps in the water temperature, using advanced strategies to handle missing data in

the input variables. In order to measure the performance of these strategies, the

percentage of gaps imputed with each model is calculated. Not using any advanced

strategies, proposed in this paper, sets a solid baseline, as already every gap in

the dataset can be imputed, using the best model in 52% of the cases. When

incorporating the more complex strategies, that aim to handle cases when input

variables of the LSTMs are missing, the best performing model used can be applied

to 89% of the gaps, achieving a state-of-the-art RMSE of 0.652 over all predictions.
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Chapter 1

Introduction

This Chapter will give a brief introduction to the work, discuss the Goal of the

paper the models that are used and the dataset. This Chapter will be concluded

with a discussion about the different Gaps encountered in the data and the different

challenges of these.

1.1 Topic

River temperature is an important factor that can be used to determine the health

of an aquatic ecosystem. All aquatic species have a specific river water tempera-

ture range that they can tolerate and significant changes in river water temperature

might detrimentally affect aquatic species [1]. Therefore, having data on the wa-

ter temperature of rivers is important for gaining more insights and get a better

understanding of the change in the water temperature during a longer period of

time. This is particularly relevant when considering the effects of climate change

that impact the river temperature [2], [3].

The lack of available long-term data on stream temperatures has been recognized

as a major limitation for understanding thermal regimes of riverine ecosystems [4].

The Federal Office of the Environment (FOEN) 1 of Switzerland has been sys-

tematically gathering water temperature and discharge data of the Swiss rivers for

over 40 years starting from 1980. However, the measurements of water temperature

often contain gaps of varying sizes. These gaps can be caused by a multitude of

factors, including scheduled maintenance, data logging errors, accidental damage

to the equipment or clogged sensors. Such disruptions highlight the challenges in

maintaining continuous and accurate water temperature records. The presence of

missing data not only complicates the analysis but also affects the performance of

1https://www.bafu.admin.ch/bafu/en/home.html
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predictive models, which rely on continuous and complete datasets for training and

validation. Addressing these gaps through robust imputation methods can be seen

as major data quality improvement and thus accelerate the research of more so-

phisticated models. In the scope of this project, we also have access to atmospheric

data like the air temperature provided by MeteoSwiss’s network of air temperature

measuring stations.

1.2 Goals

I received access to the datasets of The Federal Office of the Environment of Switzer-

land that has been collecting water temperature data of the Swiss rivers for over 40

years. The data of the water temperature and the air temperature consists of the

daily averages. Additionally to the water and air temperatures we use discharge

measurements. The discharge measures how much water per time unit flows through

a specific river segment, usually measured in m3/s. Alongside these measurements,

results from prior research done will also be used.

Prior literature introduces a graph structure to represent the connectivity be-

tween neighbouring water and air stations [5]. In further work several LSTMs (Long

Short-Term Memory) are introduced, which leverage information from neighbouring

stations, discharge and/or air temperature to be able to impute water temperatures

with greater accuracy [6].

The goal of this work is to apply these LSTM models, introduced by Fankhauser

et. al. [6], to impute the real world gaps in the water temperature dataset. As the

more advanced LSTM models require more input variables, the presence of these

gaps in the water temperature, air temperature or discharge measurements poses a

significant challenge, as the models cannot be utilized when there is missing input.

In order to address this issue and not only rely on the models with lower accuracy

due to their simplicity, several strategies are introduced to handle missing input

variables. By implementing these strategies this work aims to enhance the quality

of the real world water temperature dataset and therefore providing the basis for

more accurate and reliable hydrological analyses.

1.3 Dataset

This section will discuss the structure of the dataset, the different gap types and

when they occur.
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1.3.1 Different Gaps

During the analysis of the dataset I categorized the different gaps into these cate-

gories:

• Short gaps (two days or shorter)

• Long gaps (more than two days)

• Special gaps

The first gap category are the short gaps. These gaps include all the gaps which

are two days or shorter, i. e. gaps of length one or two days. The long gaps include

all the other gap lengths. These two types of gaps are differentiated, since for the

short gaps interpolation can be used to get satisfying results. Whereas this would

also be possible for the longer gaps, the imputation result would suffer a significant

loss in accuracy. The gaps in those two categories do not show any missing data in

their neighbours. The special gaps include all the cases, where it is not possible to

use every LSTM models as is, since the more advanced models require as input air

temperatures, discharge and water temperatures. The special gaps are divided into

these three categories:

• Stations built between to existing stations

• Gaps with some missing neighbours

• Gaps with only missing neighbours

The first category of gaps occur when a station was built in between two already

existing stations, therefore resulting in a gap in the neighbour.

The second category are gaps with some missing neighbours during the same

time period. This means, that a station has at least one missing neighbour and also

at least one neighbour that recorded data during this time period.

The third category are gaps that have only neighbours with missing values during

that time period, meaning that such stations do not posses any neighbour with

recorded values during this time period. This makes it particularly hard to impute

them, as the better performing models require the data from these neighbours. The

second and third case are distinguished, because two different strategies are used

to deal with them. The second case, where there are no neighbours with recorded

values, mostly comes from the fact, that some stations were only built several years

later than their neighbours. The two most common cases are when a new river

branch was equipped with water stations or a new station was built in between two
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Figure 1.1: Nr. of occurrences of different gap lengths [6]

already existing stations. This leads to the situation where certain water stations

do not have neighbouring data from every neighbour for more than 20 years. I will

go into more detail on how these gaps are handled in Chapter 3.

In Fig. 1.1 you may see the distribution of the different gap occurrences [6].

As you may see most gaps are only one day long with about 120 of these. These

short gaps may have occurred due to planned maintenance or sensor failure which

prevented the sensor from recording temperature during this day. There are only a

few gaps with the length of 20 up to 700 days as you may see in the middle graph.

In the right graph are the gaps with a length of more than 700 days. The gaps with

a gap length of more than 2000 days are mostly the aforementioned newly built

stations. Most of these stations were only built between the years 2000 to 2010 and

lack the data before their construction. Since I am also interested in the data from

1980 up until the station was built, we have a gap during this period which needs

to be imputed, hence the long gaps. While these long gaps are not represented as

often as the short gaps, they make up the majority of the missing values due to

their length.

In the heatmap in Fig. 1.2 you see the distribution of the gaps for each water

station in the years 1980 to 2020. A cell is colored dark grey if the station recorded

data on that day and light grey if the station has missing values. As you can see, the

long gaps from the roughly 40 newly built stations are mainly responsible for the

4



Figure 1.2: Heatmap showing missing values for each station

30% missing data while the 120 short gaps are barely visible. Another interesting

point is, that in the year 2018 there are about 10 stations which did not record any

data for exactly 365 days. In the air temperature and the discharge data are only

1% and 6% missing data respectively.

1.3.2 Challenges

The different LSTM models used, require different inputs. The best model available

uses the air temperature, the discharge and the water temperature of neighbouring

stations as input. Assuming all the data needed for the input for the LSTM models

are present, there is no issue. But since there is about 30% of missing data in the

water temperature, there are gaps that cannot be imputed with the LSTM mod-

els, since there may also be a gap in the input data needed for imputing another.

Therefore do the different kind of gaps I categorized impose a challenge when im-

puting them. The short gaps pose no issue when it comes to imputing them, as the

interpolation can be used, as already mentioned before, to approximate a value. As

it can be seen in Fig. 2.2, interpolation delivers convincing results for short gaps

despite its simplicity. The longer the gap gets, the less accurate the interpolation
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will become. Therefore one of the LSTM models provided is applied, which also

requires information on the air temperature, the discharge and/or the neighbouring

station’s water temperature. However the longer a gap gets, the more probable it

is to encounter some kind of missing data in the input variables, namely the air

temperature, the discharge or one of the neighbouring station’s water temperature.

In that case the gaps need to be treated individually to get the best achievable ac-

curacy. I will go into more depth in Chapter 3. The three special cases mentioned

earlier, which are also discussed in detail in Chapter 3 are the hardest kind of gap

to impute, since many of their neighbours have missing data during a long period

of time.
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Chapter 2

Theory

In this chapter I will talk about previous research done in this field to put my work

into perspective, give an overview of the different LSTM models I use and give a

short introduction to the concept of LSTMs.

2.1 Previous Work

As already mentioned in the introduction, the accurate prediction of river water

temperatures is an important factor for ensuring the health of an aquatic ecosystem.

Therefore, several models have been developed over the years. in the following

sections two models are introduced to put my methods into perspective.

2.1.1 Air2stream Model

The Air2stream model integrates a physically-based structure with stochastic cal-

ibration of its parameters [7]. This model serves as an intermediate approach be-

tween physically-based and purely statistical models. This hybrid approach retains

the computational simplicity of statistical models while providing a physical basis

for understanding river thermal dynamics. The model uses daily air temperature

and river discharge as primary inputs to predict daily averaged river water tem-

perature. To test the model’s performance they applied this model to three rivers

in Switzerland. The most complex model, which uses eight parameters achieves

an RMSE of about 0.6°C during calibration and 0.72°C during validation on their

dataset [7]. With these results, the model outperforms traditional regression mod-

els.
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2.1.2 Gaussian Process Regression

GPR presents a probabilistic, nonparametric approach for solving nonlinear regres-

sion problems. Gibric et. al. use Gaussian Process Regression (GPR) to model both

the long-term trends and the short-term variations in the river water temperature

[8]. The framework hereby consists of two main components. The first component

captures the seasonal patterns using a GPR model. The second component is used

for the daily fluctuations caused by meteorological conditions using a second GPR

model. The variables this second model uses are chosen based on their mutual in-

formation with the water temperature. They then combined those two GPR models

to get their final model used for predicting river water temperatures. In order to

validate their methods data from the Drava River in Croatia during the period

from 1993 to 1998 was used. The best performing multiple GPR model achieved

an RMSE of 0.87°C.

2.2 LSTM Models

The present work builds up on two recently published papers. In the first paper they

introduce the graph structure that I am using for the information on the neighbours

and the connection to the corresponding weather stations [6]. The graph structure

of the river Rhine can be seen in Fig. 2.1. The blue dots indicate water stations

that were built in the years of 1980 to 2000 and the red dots indicate water stations

that were built after the year 2000. Annotated to each water station is their unique

station number. In the second paper the different LSTM models for imputing water

temperature are introduced [5]. These models are the basis of this work. In the

following subsections I will introduce each model. Among these models are trained

LSTMs which I will discuss later on in this chapter.

2.2.1 Interpolation

Interpolation is the simplest method to impute gaps. But as seen in Fig. 2.2, its

performance starts to drop the longer the gap is and the other models outperform

the interpolation. This limitation comes from the assumption of continuity in the

data points during a gap, which becomes less valid for larger gaps, as the water

temperature rises and falls during a year. As such, while interpolation remains

a viable option for small gaps, more advanced techniques are necessary to handle

longer gaps effectively.
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2.2.2 A2Gap LSTM

This model is the first of the three LSTMs. It utilizes the air temperature to

predict the water temperature. Due to the low performance in comparison to the

more complex models, the A2Gap model will only be used where it is necessary.

The more powerful models are utilized whenever possible.

2.2.3 AQ2Gap LSTM

AQ2Gap represents a refinement over A2Gap by incorporating additional informa-

tion of the discharge (Q) of water stations. This model performs better than only

using air temperature but relies on having recorded discharge values during the gap

of the original station.

2.2.4 AQN2Gap LSTM

The AQN2Gap model uses additionally to the air temperature and the discharge the

water temperature of neighbouring stations as a parameter. This model performs

the best, particularly for longer gaps and it will be used whenever it is possible.

While the AQN2Gap model has the lowest RMSE among all LSTMs, its effec-

tiveness relies upon the availability and quality of the data. Nevertheless does its

performance make it the preferred choice for imputing gaps.

2.2.5 LSTM Training and Performance

To evaluate and compare these models they chose 90 days sequences in the water

temperature during which no gaps are present. They manually built in artificial

gaps and used it as a training set. After imputing these gaps with the different

models, they measured the root mean squared error (RMSE) of the predictions.

The RMSE is defined as follows

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2 (2.1)

where n is the number of observations, yi is the observed value and ŷi is the predicted

value.

The results of this evaluation can be seen in Fig. 2.2. As you may see, the

interpolation is amongst the best models for the gap length of two days. For the

gap length of 10 days the AQN2Gap model is the best, while the interpolation

9



Figure 2.1: Rhine river network graph

is performing less good. This trend continues for the longer gap lengths. With

these results in mind, I will try to use the better performing models, which use

the neighbouring stations as a parameter, for the final prediction of the water

temperature and use the A2Gap or AQ2Gap models only where it cannot be avoided

due to missing data.

As already mentioned are these LSTMs trained by Fankhauser et. al. [5]. This

means that for every station there are a few LSTMs ready to use with the corre-

sponding information on the metadata like input size and the best weights. This

has the advantage that the training was already performed and thus saving a lot of

time. The downside of it is, that this limits the possibilities of dealing with missing

data, as there is usually only one combination of neighbours for every AQN2Gap

model.

2.3 LSTMs

LSTM, short for Long Short-Term Memory, is a special type of recurrent neural

network (RNN) architecture designed to address the issue of vanishing or exploding

gradients commonly encountered in traditional RNN’s [9]. This problem arises

due to the nature of sequential data processing, where information from previous

time steps either decreases rapidly (vanishing gradients) or grows exponentially

(exploding gradients) as it propagates through the network layers.
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(a) 2 Days (b) 10 Days

(c) 30 Days (d) 60 Days

Figure 2.2: Results of the evaluation of different models [6]
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LSTMs mitigate this problem by using a more complex memory mechanism. Un-

like traditional RNN’s, which only have a single recurrent hidden state, LSTMs fea-

ture multiple interacting memory cells that regulate the flow of information through

the network. Each LSTM cell consists of three main components: the input gate,

the forget gate, and the output gate.

The input gate controls the flow of new information into the cell, determining

which information is relevant to retain. The forget gate decides what information

to discard from the cell’s long-term memory, preventing irrelevant or outdated in-

formation from persisting. Meanwhile, the output gate regulates the information

flow from the cell’s internal state to the rest of the network, ensuring that only

relevant information is passed on to successive layers or time steps.

Furthermore, LSTMs maintain separate short-term and long-term memory states,

allowing them to capture dependencies over long sequences more effectively. The

long-term memory, also known as the cell state, serves as a stable storage unit that

retains important information across multiple time steps without being subject to

the same weight updates as the recurrent connections. This separation of short-

term and long-term memory allows LSTMs to effectively capture and remember

time-related dependencies in sequential data, making them particularly well-suited

for tasks such as natural language processing, speech recognition, and time series

prediction.
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Chapter 3

Method for Water Temperature

Imputation

This Chapter will discuss the strategy used to impute gaps of the Swiss river network

in an accurate way using recent state-of-the-art deep learning models. Additionally

will the strategies for the normal cases and the special cases be explained.

3.1 Data Preparation

Initially, we received the various datasets with the gaps and the corresponding

LSTM models. In a first step, the encoding of the data is checked. In the air

temperature datasets, missing values were represented by a ”-”, which is easily

detectable.

The missing values in the air temperature and discharge datasets are not encoded

in a special way, but are missing entirely from the data, i.e. the row for that specific

date was not present in the dataset. In a first step a row was appended for every

missing date with an added NaN -value as the temperature in the temperature

column allowing the use of efficient python libraries such as pandas or numpy and

to not run into a missing key error when wanting to look up the temperature on a

day where it would be missing.

As the air temperatures do not come from the same stations as the water tem-

peratures, a mapping had to be manually created between the two, indicating which

water station is closest to which weather station. The mapping connects one water

station, for instance 2009, to the three letter name of the water station, for instance

AIG. As the files were all named order some-6-digit-number data.txt the files could

not be read directly from the mapping. Therefore the contents of all the files are

read into one big file which then could be subset with the three letter name.

13



Having a complete dataset with all the dates added in, allows to investigate the

dataset more efficiently and work out the different types of gaps.

3.2 Gap Detection

In order to impute a gap, they first need to be identified. For this purpose the

original dataset is examined and a new one gets created with the information for

each gap on how long it is, the last day before the gap and the first day after the

gap. For stations that were built in the years 2004 to 2010, the date 1980-01-01

gets noted as the starting date of the gap. With the these two dates the date range

which is of interested can be created, in order to look up the air temperatures during

this period. Information on the length of the gap makes it possible to differentiate

the gaps that can be interpolated.

3.3 Model Preparation

As the LSTMs expect as input a vector with values between zero and one, they need

to be normalized in a first step. The inputs are normalized using the minimum and

maximum value of the specific variable, meaning that the minimum and maximum

of the air temperature is used to normalize the air temperature inputs and so on.

After predicting the water temperature using one of the LSTMs, they will return

a vector once again with values between zero and one. This vector needs to be

denormalized using the corresponding minima and maxima, in this case using the

water temperature. The formulas for the normalization 3.1 and denormalization

3.2 are

x̂ =
x− xmin

xmax − xmin

(3.1)

x = x̂ · (xmax − xmin) + xmin (3.2)

where x is the original sequence, xmin is the minimum value of the sequence,

xmax is the maximum value of the sequence and x̂ is the normalized sequence.
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With the model preparations complete, the LSTM models can now be utilized

to impute the gaps in the dataset. This process involves iterating over each station

and applying each of the following models to the original data, saving the results

of the individual models in different files.

3.3.1 Interpolation

As already mentioned, is the interpolation an effective solution for the short gaps.

Because of this, interpolating the short gaps is implemented in every model, includ-

ing the models for the special cases, hence no gaps with the length of 2 days or less

will be imputed using one of these models, as they always get covered first.

3.3.2 A2Gap Predictions

In a first step the A2Gap model is used to impute every gap a station has. Using this

method is fast and almost always applicable as only 1% of the air temperature data

is missing [5]. This allows to impute almost every gap with the air temperature.

With all the datasets from the preparation in place, the air temperature values

can be extracted with the help of the start and end dates. This results in a vector

with the length of the gap that can be given as input to the corresponding LSTM

after normalizing it.

The output received from the LSTM is again a vector the size of the gap length.

the values can be assigned to the gap after denormalizing them.

Should a station have a gap in the water temperature as well as in the air

temperature, the air temperature from a neighbouring weather station is looked up

to be used instead to predict this gap. This should still yield good results, as the

temperature should not differ by much between two neighbouring weather stations

as the neighbours are usually close by. This also makes it possible to always use

this model should the other models not be applicable.

3.3.3 AQ2Gap Predictions

The AQ2Gap LSTM is trained on the discharge additionally to the air temperature.

Thus, in a second step the gaps in a station get imputed with the better performing

AQ2Gap model. Hereby discharge measurements made during a gap in the water

temperature get looked up and checked if any data, either in the air temperature

or the discharge measurements, is missing during that period. The inputs to the

LSTM are two vectors. One contains the air temperature and one contains the

discharge measurements, once again both being normalized first. This method is

15



also applicable most of the time since only 6% of the discharge data is missing.

Should it now be the case that a gap is present in the discharge data, these dates

are ignored in my prediction and left empty, which leads to a gap in the resulting

data. As seen in the evaluation, the AQ2Gap model achieves a lower RMSE than

the A2Gap LSTM [5].

3.3.4 AQN2Gap Predictions

In a last step the AQN2Gap model is used to impute every gap. Once again will

the discharge data and this time also the neighbouring stations get checked for

missing data. This LSTMmodel expects additionally to the air temperature and the

discharge measurements one vector for the water temperatures of each neighbouring

station. To efficiently check if one of those values are missing, the discharge column

from the respective dataset and the water temperature columns from each of the

neighbours get appended to the dataset of the examined station. This way only one

dataframe has to be checked for columns with missing data. The information on

the neighbouring stations are received using the graph structure. An adjacency list

is built using this structure, such that the neighbours a station has can be looked

up easily. Using this adjacency list, every neighbour gets examined and the water

temperatures get extracted from each dataset.

If data is missing for either discharge or water temperature from one of the

neighbouring stations on a given day, it will be ignored and only dates for which all

data is available will be imputed. This approach will once again lead to predictions

with some gaps due to missing values in the input variables.

3.4 Strategy

For each of these models the predictions made with the respective model get saved

in a separate CSV-File. After finishing with all the predictions, there are 4 files

for every station. One file with only the original recorded data and one file for

every model that a prediction was made with. The files with the prediction for

every model may have gaps too due to missing data in the input variables. For the

final evaluation of every station, the recorded data is checked for missing values.

For every row with missing values in this data, the missing water temperatures get

imputed with the ones from the AQN2Gap file, regardless if there are missing values

in the AQN2Gap file. Additionally the string ”AQN2Gap” is assigned to each row

with a missing value, depicting which model was used to impute this gap. If there

are still rows with missing values, they get imputed with the values from the next

16



best model and once again the model’s name is assigned to each row. With this

method it could be that the name with the model used for this prediction in some

rows gets overwritten multiple times, as there may be missing values in more than

one prediction. This method is continued until the file imputed with the A2Gap

model is reached. After combining this information, the final dataset without any

gaps and for each imputed value the information on which model was used is saved.

3.5 Limitations

One problem with the approach in the AQN2Gap model is, that regardless of how

many neighbours are missing, this date in the dataset is ignored. This means, that

if a station has three neighbours and only one of them has missing data, the data

of the other two neighbours does not get used and instead one of the models which

do not rely on neighbouring stations gets employed.

The reasons why in this case the A2Gap, AN2Gap or AQN2Gap model are

not being used to predict a missing neighbour needed to get a prediction on a

station are, that on the one hand, should there be an error in this prediction, this

error will get propagated through the model into the currently examined station.

There are models that can handle such a setting [5] but we provide a different

solution to this limitation in the next chapter. On the other hand will a prediction

on already predicted data generally perform worse than simply using either the

AQ2Gap or A2Gap model. Let’s say, the AQN2Gap model is used to predict a

water temperature for the neighbour. As already seen in Fig. 2.2 this prediction

has on average an RMSE of approximately 0.7. If we use this imputed data as a

basis for a further prediction, this will lead to greater uncertainty, as the range of

possible values tends to be larger, which is why it is more accurate to use one of

the weaker models instead.

To still be able to make better predictions for the case where one or multiple

neighbours are missing, three special cases are categorized and treated a differently.

3.6 Solving Special Cases

As already mentioned, there are a three special cases in the data for which the

strategy does not perform well and which are more complex to solve. These cases

mostly contain the situation where a new station was built several years later than

its neighbours. Three cases are examined further which can be seen in Fig. 3.1.

On the left-hand side you may see the case where a new station (in red) was

built between two already existing stations (in white). This situation is problematic
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Figure 3.1: The three special cases

should one of the old stations have a gap during a time period where the new station

was not yet built, therefore having no available data for the neighbours. To tackle

this problem another connection is added, represented as the dashed line, to the two

white stations, connecting them. So when the currently examined station, depicted

with the C, is imputed, there is another neighbour available for use.

In the middle you may see the case where a new river branch was added. If the

current station is either of the lower ones, once again marked with the C, either

the A2Gap or AQ2Gap model must be used to impute this gap. This will result in

a long period of time where the best model that is available (AQN2Gap) cannot be

used. As seen in Fig. 2.2 the A2Gap model does not perform as well as the more

advanced models, especially for longer gaps. To still be able to get good predictions

and not having to resort to only the air temperature and the discharge to impute

this gap, another neighbour is added to the stations, represented with the dashed

lines. If a gap in one of the lower stations occurs during a time where the third

red station did not record data yet, the alternative neighbour, depicted in white,

is used as the only neighbour for the AQN2Gap LSTM. This means, that in this

case the middle red station is ignored. Should on the other hand have the lower

two stations missing data on a date where the middle red station was already built,

only this original neighbour is considered for an estimation. This means, that in

this case the connections to the white station are ignored.

The third special case is depicted on the right-hand side. The currently examined

station has two neighbours each with missing values during the same period of time.

Therefore can the standard AQN2Gap model not be used, as this will result in a gap

in the prediction. But since the station has one neighbour with recorded data, the

connections to the lower two red stations are discarded and only the white station

is considered for the prediction. Should the lower two red stations have recorded

data, will the LSTM trained on all three neighbours be used. For these three

special cases new LSTM models were trained based on these changes in the graph

structure. To have a better understanding of the graph with these special cases, a
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new graph with only these stations and special connections is generated. One such

graph is depicted in Fig. A.1 in the appendix. These three special cases can be

seen in Fig. 2.1. The first one is for instance at the station 2457 and the second

and third one can be observed on the right hand side at the station 2288 with most

its neighbours. Because these special cases need special connections where either

new neighbours were introduced to a station or existing neighbours were omitted,

an adjacency list with only those special connections is created. Additionally a

special function specifically designed for those special cases was coded, where the

neighbours get looked up using this special adjacency list and the special LSTM

models trained on those special connections get loaded. Should a station not be a

key in this adjacency list it can be skipped over, as it does not need to be covered.

Using this strategy allows using the AQN2Gap model even more which will lead

to an overall better prediction of the real world data, as this model has the lowest

RMSE out of the models that get used.

One challenge of using trained LSTMs is the amount of models that need to be

stored and loaded. When imputing the water temperature for almost 60 stations

and each station has three to four LSTM models, depending on whether it has a

special case that gets considered, will add up to more than 180 different models

that need to be managed. In order be able to automate loading the specific model,

a consistent naming convention is introduced as the models get loaded using the file

names. The naming convention followed the scheme of starting with station model,

as example 2009 aqn2gap. This approach ensures that models can be efficiently

identified and retrieved based on their filenames.

Furthermore, each of these models generates predictions spanning over 40 years

of data, making a verification process extremely time-consuming. Making sure that

each model’s predictions are accurate and function as intended requires careful

examination and validation which is hardly doable with this amount of data.1

1The code is available under: https://github.com/CarloRobbiani/swiss_rivers
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Chapter 4

The Gap Free Swiss River

Network

This chapter discusses the results achieved with the strategy. It will compare the

results of each different strategy and how the effectiveness of them is measured.

4.1 Measuring Results

Direct comparison of my results to a ground truth is not possible because the true

value of the missing data points are not known. In order to measure how good my

strategy works, the frequency of different model usages is used as an indicator for

the performance. When looking again at the results of the evaluation in Fig. 2.2, the

usage of the AQN2Gap model should be maximized in order to get most accurate

results. Using the AQN2Gap for imputing the gaps yields better results than using

only the A2Gap or AQ2Gap models. The results can be seen in Table 4.1 but I

will go into more detail in the following section. These percentages were calculated

based on the column where the model type is stored, after filtering out every row

that has observed data.

4.2 Qualitative Analysis

In this section the results of the strategy are discussed and some examples are

shown. In Fig. 4.1 you may see the imputation results of the different models for

one station. The gap shown in the figure has a length of 365 days spanning from

the 01.01.2018 to the 31.12.2018. The blue line hereby indicates recorded data

and the red, orange, green and black line segments each indicate data that was

imputed with the respective model. The interpolation, represented with the black
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line, struggles to correctly represent the trends in the water temperature. That is

why it should not be used for long gaps. As seen, even when using only the air

temperature as an input, the imputed data aligns well with the other models and

the trends in the water temperature, showing that even the simplest LSTM out of

my models can effectively capture the underlying patterns and trends. This initial

A2Gap model sets a solid baseline for imputation accuracy. The results from the

other models, seen in the orange and green lines show a similar result. As you

may observe did every model predict a value for this specific gap. Hence will the

final dataset for this particular station be imputed with the temperatures from the

AQN2Gap model, since this is the best model available to me. Note however, that

if there had been missing data in the neighbouring stations, there would be no

prediction for the AQN2Gap model at certain dates. This would lead to a gap in

the respective prediction file, i.e. the AQN2Gap file and the AQ2Gap model needs

to be used for the final prediction. This is the major limitation of the AQN2Gap

model.

In Fig. 4.2 you may see a zoom in of Fig. 4.1, which better illustrates the differ-

ences in the predictions of the various models. While in Fig. 4.1 the predictions may

seem close to each other most of the time, you may observe in this figure, that the

predictions of the different models show a difference of up to 2 degrees Celsius for

a given day, with the biggest gap between the AQ2Gap and the AQN2Gap models.

These differences show nicely the impact of different input variables on the impu-

tation results. Additionally, the graph highlights the importance of model selection

in achieving accurate temperature predictions, as even models with a similar archi-

tecture can yield significantly different outcomes. This graph also demonstrates the

difficulty when having to choose the model for the final prediction. Without any

ground truth to compare the predictions with, I have to trust the evaluation results

in Fig. 2.2.

To better visualize this problem and to compare the performance of the different

models, I manually built in an artificial gap into one of the stations with a length of

about 6 months. This gap was then imputed with the different LSTM models. In

Fig. 4.3 the results of the different models are depicted, along with the real world

data. Note that this Figure only shows a section of the gap to better visualize

the differences. As you may see, are the models most of the time closely aligned

with each other and the observed values. There are still some dates during which

no model manages to predict the temperature correctly and even the AQN2Gap

model shows an error of about 0.5°C. The A2Gap model seems to have the most

trouble with predicting the real world data, as it shows the biggest distance to the

blue line. This fits in well with the results of the evaluation which states, that the
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Figure 4.1: Results of the different models

Figure 4.2: Results of the different models
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Figure 4.3: Comparison of models with observed data

A2Gap model performs the worst out of the models used in this paper, especially

for the longer gaps. The AQ2Gap and the AQN2Gap models on the other hand do

not show a significant difference most of the time. Although there are some dates

during which the AQ2Gap model delivers slightly more accurate results than the

AQN2Gap model, the latter is chosen for the final prediction as it overall achieves

better results.

4.3 Quantitative Analysis

In the heatmap in Fig 4.4 , the distribution of the gaps for each station is depicted.

This time the gaps are colored in depending on which model was used to impute the

gap. Note that since the interpolation is used in every model, the gaps imputed with

the AQN2Gap model also include the ones imputed with interpolation. I decided

not to make a separation between these two, as the short gaps are barely visible on

the heatmap and the interpolations performance for such gaps is comparable with

the AQN2Gap model. The results shown in this heatmap do not include any special

cases yet, meaning that if any data is missing, the respective model did not get used.

The final estimation rarely uses the A2Gap model for the water temperature, while

the AQ2Gap and AQN2Gap models seem to be the most dominant for the final
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prediction. The A2Gap model is only used for stations who have longer sequences

of missing data in the discharge, which is the case for roughly ten percent of the

stations. As you may notice, are there fewer stations depicted in this heatmap than

in the heatmap in Fig. 1.2. The reason for that is, that there are about 20 stations

which are not connected to any other water stations and therefore are not depicted

in the river network graph. As I did not have LSTM models for these stations I did

not cover them in the predictions, but since those do not possess any neighbours

the AQ2Gap model would be used to impute the gaps in them.

In the table 4.1 is the percentage each model was used for the final prediction

in this first approach. The A2Gap model was not used frequently with only 9.83%,

as it only is used if the discharge is missing which lines up with the 6% of discharge

data that is overall missing in the dataset. The AQ2Gap model was used in 38%

of the cases. The AQN2Gap model is the most used one with 52.17%. While

these results already look promising, there are still some water stations with longer

periods of time where the AQN2Gap model could not be used. This is mostly

the case because some or all neighbours of those stations also have missing water

temperatures. To tackle this problem, I incorporated the strategy for the special

cases to further improve these first results. The goal of these special cases is, to use

the AQN2Gap model even more frequently and hence improve the accuracy of the

overall prediction.

To be able to use the AQN2Gap model more frequently, different strategies

were implemented as already mentioned in Chapter 3, which use LSTMs that are

trained on special connections. These special connections mostly involve newly built

station, since it is the missing neighbours which prevent the AQN2Gap model from

being used. When employing this strategy, it should allow the AQN2Gap model to

be used more often.

As you may see in the table 4.1, using this method yields better results since the

AQN2Gap model gets used more often. When looking at the heatmap in Fig. 4.5

you may also see that the AQN2Gap model is used more frequently but there would

still be room for improvement. Especially the gaps which occur in the year 2018

did not change at all using this strategy. This is the case, because the gaps during

this year show a different constellation of missing neighbours than the gaps earlier.

Therefore the special LSTMs trained on the missing neighbours for the longer gaps

could not be used, as the special connections would need to be setup differently. In

order to cover these gaps too, further LSTMs would have to be trained which also

cover this configuration of missing neighbours. The last cases that were covered

are the ones where there are only some neighbours missing, allowing the AQN2Gap

model to be used even more. As you may notice, using these special cases did
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Figure 4.4: Heatmap with different models

Figure 4.5: Heatmap with different models with incorporated special cases
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Model No special cases With special cases Difference
A2Gap 9.83% 9.83% ±0
AQ2Gap 38.00% 0.62% −37.27%
AQN2Gap 52.17% 89.56% +37.27%
RMSE 0.732 0.652 -0.08

Table 4.1: Percentage of times each model was used

not decrease the share of the A2Gap model, since they do not cover the case of

missing discharge. Dealing with the missing discharge is harder than dealing with

missing water temperatures, since the discharge often varies significantly between

two neighbouring stations. After incorporating all the special cases into the results,

I achieved a coverage of the AQN2Gap model of 89.56%, with only 0.62% of the

time where the weaker AQ2Gap model is used.

These results show the effectiveness of the different strategies. Using the more

advanced ones enables the AQN2Gap model to be used for 37.27% more gaps when

compared to the standard strategy of not using a model when inputs are missing.

Every LSTM model has information on the RMSE it achieved. Utilizing this

RMSE from each trained LSTM model, the weighted RMSE of the final predic-

tion is computed. In the absence of any special case considerations, an RMSE of

0.732 is obtained. This RMSE is calculated by adding up the model RMSE of

each prediction and then dividing by the total number of predictions made. When

incorporating the special cases, the RMSE further improves to 0.652, marking an

enhancement of 0.08.
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Chapter 5

Conclusions and Future Work

In this chapter I will revisit and discuss the central questions of the paper.

5.1 Conclusion

The long-term data on stream temperatures is essential for understanding the ther-

mal regimes of riverine ecosystems [4]. River temperature is crucial for determining

the health of aquatic ecosystems, as each species has a specific temperature range

it can tolerate. Significant changes in river temperatures can adversely affect these

species. Therefore, collecting data on river temperatures is vital for comprehending

long-term changes, particularly in the context of climate change.

The Federal Office of the Environment (FOEN) in Switzerland has been col-

lecting water temperature and discharge data from Swiss rivers since 1980. How-

ever, gaps in this water temperature data, often caused by malfunctioning sensors,

planned maintenance, or communication issues, can impact data analysis, leading

to potentially inaccurate results. Additionally, I had access to atmospheric data,

specifically air temperature measurements from MeteoSwiss.

The goal of the present work is to use three existing LSTM models that were

trained on the discharge, air temperature measurements and water temperatures

of neighbouring stations in order to predict water temperatures in various water

stations placed in the four big rivers Rhine, Rhone, Inn and Ticino. I successfully

imputed all gaps in my dataset in a first approach with one of the available models.

With the first approach the AQN2Gap model could be used of for 52% of the cases

and a the AQ2Gap model for 38% of the cases when imputing every gap. To further

improve on these results, I identified and examined three special cases. These special

cases mostly involve the situation where a new station was built in between two

already existing stations or a station either has some missing neighbours or only

missing neighbours for a long period of time. In order to tackle these problems,

27



new neighbours were added or existing neighbours were ignored and based on those

transformations in the graph structure, new LSTMs were trained to accommodate

those changes. With this special approach for certain stations, satisfying results are

achieved where the best model available, namely the AQN2Gap model, could be

used for over 80% of the gaps.

5.2 Future Work

In order to make my predictions I had access to trained LSTMs. These LSTMs were

not trained on every possible combination of neighbours, meaning that for a station

with four neighbours there was only one LSTM trained for the AQN2Gap model.

This model is expecting additionally to the air temperature and the discharge a

value for every neighbour it has, i.e. six values in this case. This leads to the

situation that if one neighbour is missing on a given date, this model cannot be used

for a prediction since it is lacking one input. To further improve my results, more

different LSTMs could be trained for more combinations of neighbours. With more

models trained on different amounts of neighbours for every station, the AQN2Gap

model could be used more frequently which will lead to a more accurate prediction

overall. Another approach could be to take more input parameters, for instance the

humidity or the depth of the river, to further improve the predictive capabilities of

the LSTM models.

In this paper the three most prominent special cases were covered. One could

investigate other special cases further and try to improve the final predictions by

implementing different strategies for them. Another special case one could look

into is, that there are about 20 water stations which are not connected to one

of the big rivers Rhine, Rhone, Inn or Ticino. These stations therefore have no

available neighbours and you would need to take either the A2Gap or AQ2Gap

model for an estimation. To be able to use the better models with the neighbours

as a parameter, you could either connect it to the nearest neighbouring station or

if that is not possible find some other way to get more parameters.

As seen on the heatmap in Fig. 4.5 there are about 9% of the gaps which have

missing values in the discharge measurements. As already mentioned are these gaps

difficult to tackle, as the discharge varies a lot between two neighbouring water

stations. One could come up with different strategies to get values for the discharge

during this time. One possibility could be to train some Machine Learning model

on the discharge with the goal of imputing the gaps in the discharge datasets first.

Another approach could be to take the discharge values of another water station

that has the lowest deviation in the discharge.
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Additionally instead of restricting the work on the water temperature, one could

also investigate the gaps in the discharge or the air temperature and try to impute

them with some Machine Learning techniques. Having a more complete record

on these measurements would in turn also help with the predictions of the water

temperatures.
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Appendix Title

30



Figure A.1: Special graph showing the special connections for the river Rhine
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