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Abstract

This bachelor thesis explores the field of Human-Computer Interaction (HCI)

and the role of ’7 Stages of Action Model’ by Donald Norman in identifying user-

system interaction or usability problems, termed ”gulfs”. This thesis has a textbook

application of Norman’s model for interaction analysis across nine different prod-

ucts, contributing a valuable addition to the limited examples currently available in

the HCI literature. Additionally, for this thesis, a questionnaire is designed based

on a simplified Norman’s model, aiming to identify in an interaction at least 50% of

the gulfs discovered in the expert-based evaluation. These gulfs, referred to as the

Gulf of Execution (user’s understanding of how the system works) and the Gulf of

Evaluation (user’s comprehension of the system’s reaction after interacting with it),

are analyzed through Think Aloud interviews using three different products. Two

versions of the questionnaire were presented, and their effectiveness was evaluated

by comparing them to the Ground Truth. The Ground Truth can be described as

a result of the detailed expert-based evaluation of user interactions.

The results reveal that while the questionnaires achieved more than 50% accuracy

in gulf identification, they still missed a significant number, and the performance

varied due to users’ diverse mental models. Despite certain limitations and the

potential for improvement, the questionnaires provide a valuable tool for quick us-

ability checks, and their findings may be of significant interest to HCI researchers

and developers.
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Chapter 1

Introduction

This bachelor thesis focuses on Human-Computer Interaction (HCI). HCI is an in-

terdisciplinary �eld of research with numerous linked disciplines. For example, HCI

draws on psychology, computer science, design, and cognitive science, among oth-

ers. As a result of the rapid development of technology in the early 1980s, HCI

gained signi�cant popularity. Apple introduced the Apple Macintosh in 1984. The

�rst commercially viable, reasonably priced personal computers have a graphical

user interface. With this, the transition from the usage of computers in large, pro-

tected, and cooled laboratories by a few technically skilled people began. Now,

non-technically skilled men and also women could purchase and utilize personal

computers. As a consequence, the demand for Human-Computer Interaction (HCI)

and the importance of it grew signi�cantly.

Human-Machine Interaction (HMI), Man-Machine Interaction (MMI), and Computer-

Human Interaction are alternative names for HCI. Although all of these concepts

relate to the interaction between humans and computers or other technology, they

are not identical. In this thesis, the term HCI will explicitly be used for Human-

Computer Interaction.

Additionally, there is the term Human-Computer Interfaces, which is di�erent from

HCI (Human-Computer Interaction). Human-Computer Interaction will be exclu-

sively abbreviated with HCI.

HCI has gotten more attention in recent years as a result of rapid technological

breakthroughs and the increasing importance of technology in our daily lives. Cur-

rent research in HCI includes the following topics:

ˆ Systems with arti�cial intelligence (e.g., partially autonomous automobiles)
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ˆ HCI in virtual reality and augmented reality

ˆ Big Data

ˆ HCI in ubiquitous computing and wearable computing

ˆ HCI in social computing and collaborative computing and many others

The Association for Computing Machinery (ACM) de�nes human{computer inter-

action as "a discipline that is concerned with the design, evaluation, and implemen-

tation of interactive computing systems for human use and with the study of major

phenomena surrounding them." [1]. The objective is to design and build computer

systems and technologies that are user-friendly, e�cient, and enjoyable. Poorly

planned human-machine interaction can result in numerous unanticipated issues.

Three Mile Island is a typical example of a nuclear meltdown, where investigations

revealed that the design of the human-machine interface was at least partially to

blame for the catastrophe. [2] [3] [4].

HCI academics have developed a number of models and frameworks with the aim of

achieving good, e�cient, and seamless interactions. The '7 Stages of Action Model'

created by Donald Norman has received signi�cant attention in this �eld. In other

literature, it is sometimes referred to as Norman's Interaction Model.

The interaction model developed by Norman is arguably the most signi�cant model

in HCI. This model is a valuable foundation for analyzing human-computer inter-

action. This approach helps in identifying interaction issues so that they can be

resolved and enhanced.

When individuals use any product/device, they encounter two gulfs: the Gulf of

Execution, in which they attempt to determine how it works, and the Gulf of Evalu-

ation, in which they attempt to determine what occurred. Ed Hutchins, Jim Hollan,

and Don Norman came up with these two terms in 1986 when discussing the ad-

vantages of 'direct manipulation1' in bridging these gulfs for the user [6]. The rule

for designers is to assist users in bridging these two gulfs [7]. This model allows for

the discovery of these gulfs.

1The term 'direct manipulation' is an interaction paradigm, coined by Ben Shneiderman, in
which users can directly manipulate objects on a graphical user interface (GUI) through physical
actions such as pointing, clicking and dragging. [5]
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To really bridge the gulfs, the system should have good interfaces that facilitate

the interaction between the users and computers more e�ciently. Right now, one of

the biggest challenges for the HCI �eld is to design for multiple devices. As people

increasingly use multiple devices, designing interfaces that work seamlessly across

multiple devices and platforms is important.

This study aims to �nd the Gulf of Executions and Gulf of Evaluations by analyz-

ing interactions between users and computer-based systems, including both physical

devices and digital products, using Norman's Seven Stages of Action model. This

analysis could be bene�cial for students studying Don Norman's model and these

Gulfs. Sometimes the categorization is di�cult and perhaps open to interpretation.

This work could be bene�cial to students and the �eld because there are few exam-

ples of this analysis using Norman's Interaction model.

In addition, there will be a questionnaire constructed that simpli�es Norman's Seven

Stages of Action Model to assist users and developers in identifying similar gulfs

in their interactions with the products as part of this project. The questionnaire

will be assessed through participant interviews. They will interact with a product

while simultaneously attempting to answer the questions. The questionnaire will

immediately detect the gulfs, which will be compiled at the end to compare them

with the 'Ground Truth'. The goal is to �nd out if this questionnaire can identify

at least 50% of the Gulf of Executions and Gulf of Evaluations that were found

from the expert-based evaluation using Norman's model.

This thesis consists of eight chapters. Chapter 2 gives the essential theory to com-

prehend this bachelor thesis in its entirety. There will be provided a comprehensive

explanation of Norman's 7 Stages of Action model, the Gulf of Execution, and the

Gulf of Evaluation. In Chapter 3, there will be a demonstration of the analysis

of three product interactions using Norman's Seven Stages of Action Model. The

analysis for the other products is in the appendix for completeness. The question-

naires that were designed for the interviews are shown in Chapter 4. Chapter 5

discusses the methods utilized when conducting the interviews. The �ndings from

the interviews are presented in Chapter 6. Chapter 7 discusses the rami�cations

of these �ndings for the �eld of HCI. In Chapter 8, the thesis gets concluded and

makes recommendations for further research.
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Chapter 2

Theoretical Basis

2.1 HCI research

At about the same time that the computer began to establish itself as a commercial

product in the early 1980s, HCI established itself as an independent �eld of re-

search. The conference Human Factors in Computing Systems (CHI) of the Special

Interest Group on Computer-Human Interaction (SIGCHI) series was the one that

kicked o� the HCI research. This conference is still considered the most important

international conference series in the �eld of HCI. In addition, there are a num-

ber of international conferences on HCI, some with a focus on a speci�c subarea,

such as the ACM MobileHCI conference. Traditional research in HCI is focused on

standard measurements such as:

ˆ How long does it take to learn a new Human-Computer Interface?

ˆ How fast can users �nish a given task?

ˆ How many errors did the users make in the process?

These three questions can be answered using methods such as usability testing,

time and motion studies, or error analysis. In this thesis, the goal is to discover

more than 50% Gulfs in an interaction. The approach will include a usability test,

which means participants will have to complete tasks on systems guided by the

questionnaire while being observed by the researcher. This kind of test will reveal

important Gulfs and other usability issues. In this thesis, there will also be an error

analysis of some of the important Gulfs based on the answers to the questionnaire.

Current research areas in HCI include:

ˆ HCI with systems that have arti�cial intelligence (e.g., in semi-autonomous

vehicles)
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ˆ HCI in virtual or augmented reality

ˆ HCI with Big Data

ˆ HCI in Ubiquitous Computing and Wearable Computing

ˆ HCI in Social Computing and Collaborative Computing

ˆ HCI in Gaming and Learning

ˆ Diversity in HCI (age, gender, culture, religion, impairment, etc.)

ˆ Ethics and privacy in HCI

2.1.1 Developments after 1985

In the 1980s, HCI assumed that a man interacted with a computer to do tasks.

Since that time, HCI has evolved along several dimensions; the reasons are many,

but three are particularly important:

ˆ Establishment of new types of devices

ˆ Emergence of new goals and tasks

ˆ Networking of users

The result of this evolution is that instead of a 1:1 interaction between a man and

his computer to solve a task, HCI now takes place in communities on a wide variety

of ubiquitous devices and helps people achieve a wide variety of goals.

Establishment of new types of devices Even before the classic desktop com-

puter, new types of devices were already emerging, some of which allowed new types

of interaction and required new paradigms.

ˆ Laptops

ˆ PDA

ˆ Tablets

ˆ Smartphones

ˆ Smartwatches
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With the introduction of touch-sensitive devices, the development is not �nished.

Currently, the ubiquitous inclusion of computers in human living spaces is being

observed. This computer penetration in everyday life is called pervasive computing

and can be divided into two areas:

ˆ Wearable Computing

ˆ Ubiquitous Computing 1

New goals and networking among users: Computers were mostly used for

o�ce applications. Now, digital products are used for a wider range of tasks and

goals. An important aspect of this is social computing. Social software can be any

computerized system that supports social interactions between groups of people.

The email application, developed in the mid-1980s, can be considered the starting

point for social computing. Examples of applications in `social computing' are:

ˆ Social media

ˆ Social networks

ˆ Wikis

ˆ Blogs, online games, online dating, online auctions, and many more

2.2 Conceptual models

In HCI, the conceptual model is vital to understanding and designing good user

interfaces. Don Norman de�nes the conceptual model as follows: 'A conceptual

model is an explanation, usually highly simpli�ed, of how something works. It does

not have to be complete or even accurate, as long as it is useful.' [7]

It is an external representation that explains and communicates how a system works.

In other words, it is an abstraction to convey complex systems in a more under-

standable and manageable way. For example, digital products are made up of

mechanisms and abstract concepts, such as algorithms and data structures, that

help achieve users' goals.

1Ubiquitous computing is a concept in computer science and engineering where computing is
seamlessly integrated into everyday life and becomes an invisible part of our environment.
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A conceptual model is the set of mechanisms and concepts that de�ne how a machine

or application actually works. There are two conceptual models:

ˆ Designers' conceptual model

ˆ Users' conceptual model

For Don Norman, the designer's conceptual model is the designer's conception of

the product [7]. That means they have their own mental representation or under-

standing of the product. The designer's goal is to convey the conceptual model to

the user as closely as possible. Because in that way, the user will have a smooth

experience using the product. But achieving that is not easy, as the designer and

the user cannot communicate directly. The communication happens indirectly via

the system image.

The system image is the combined information available on the product, usually

in the form of instruction manuals, advertisements, experience using similar things

in the past, and the product itself with feedforward2 and feedback. When users

interact with the system image or product by reading the manuals or searching

online for documentation, their conceptual model can be formed (Figure 2.1). But

the user's conceptual model is subjective and can be di�erent from user to user.

That is why it is important that designers provide complete and understandable

information about their product, as the burden of communication is on the system

image.

Users tend to form conceptual models that are simpler than the implementation

model actually is. There is nothing wrong with that. People do not need to un-

derstand in detail how a complex product actually works in order to use it without

error.

But if the system image communicates so poorly that users cannot infer an

appropriate mental model, this will inevitably lead to errors in the interaction.

When users use a product, they face two gulfs: the Gulf of Execution and the Gulf

of Evaluation.

2.3 Gulf of Execution

Don Norman de�nes the Gulf of Execution in his book 'The Design of Everyday

Things' as follows: The Gulf of Execution is the di�erence between the intentions of

2feedforward refers to providing users with information or cues about the potential outcome or
result of their actions before they actually take those actions.
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Figure 2.1: Designers cannot communicate directly with the user; that is why the
burden of communication is on the system image. In this context, the system
image can be interpreted as a kind of translation aid that translates the designer's
conceptual model into the user's conceptual model. (Image from the book 'Design
of Everyday Things' [7])

the users and what the system allows them to do or how well the system supports

those actions. [8]

In other words, when people use something and try to �gure out how it operates,

they face a Gulf of Execution. The goal of the designer is to bridge these gulfs. In

terms of the Gulf of Execution, the designer can make things more visible. They

can provide feedforward information to make the options readily available (Section

2.7). That means through the use of signi�ers, constraints, mappings, and a good

conceptual model [9].

2.4 Gulf of Evaluation

The Gulf of Evaluation is the di�culty of assessing the state of the system and how

well the artifact supports the discovery and interpretation of that state [8]. The

gulf is small when the system provides information about its state in a form that is

easy to get, easy to interpret, and matches the way the person thinks of the system.

The designer of a product can bridge these gulfs through the use of clear feedback

and a good conceptual model.

The next section examines a crucial model by Don Norman to analyze interactions

between humans and computers. This model can help discover these Gulfs.
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2.5 Norman's Seven Stages of Action Model

To analyze the interaction between a human and a computer, Donald Norman

came up with a model that tries to understand the stages a person goes through

when interacting with a product. This model is helpful for �nding problems in

the interaction, like the Gulf of Executions and the Gulf of Evaluations. Donald

Norman describes the seven stages of his model as follows:

1. Formulating the Goal

2. Forming the Intention

3. Specifying the Action

4. Executing the Action

5. Perceiving the Systems State

6. Interpreting the Systems State

7. Evaluating the Outcome

Figure 2.2: The Seven Stages of the Action Cycle (Image from 'The Design of
Everyday Things' [7]

Each stage of the action cycle is a user activity. In goal-oriented action, users

�rst de�ne a goal. This goal de�nition can be vague and imprecise and must be

translated into more concrete plans and actions. Often, there are di�erent ways to

achieve the goal. In the planning stage, users decide which of the many possible

plans they want to pursue. Then, users must specify how they will implement the

chosen plan. That is, they de�ne concrete actions that, from the users' point of
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view, will help them achieve the goal. Only after that comes the actual execution of

the actions. Thus, there are three stages of execution: Plan, Specify and Execute.

In Figure 2.2, these three stages are called the 'Bridge of Execution'. If the user has

problems in these stages, that could lead to a Gulf of Execution. The same goes

for the 'Bridge of Evaluation' and the Gulf of Evaluations.

The evaluation phase also has three stages: Perceiving the state, interpreting it,

and �nally, comparing it to the goal. If the perceived and interpreted system state

matches the users' goal, the product does what the users want, and the interaction

is successful. Otherwise, users must formulate a new goal or plan for the existing

goal and thus take further actions to restart the cycle.

Most goals cannot be achieved in a single iteration through the seven stages of

action. Many cycles are required, and an action may take hours or even days.

There are many feedback loops where the results of one action are used to drive

further actions. There are also situations where goals become subordinate goals

and plans become subordinate plans. In some cases, the original goals are also

completely forgotten or completely reformulated.

For most interactions, it is unnecessary to go through all the stages consciously.

If it is an everyday activity in which users are experienced and skilled, most actions

happen subconsciously. Someone can perform many actions and go through the

cycle again and again without really noticing what they are doing. On the other

hand, when users are still learning or hit a dead end in an activity they have already

learned, setting up the plan, determining exactly what to do, and evaluating the

outcome happen very consciously.

2.6 Bridging the gulfs

Unbridged gulfs are the source of serious usability problems in many digital prod-

ucts. How can these Gulfs be bridged? By applying two fundamental principles,

around which the next sections revolve:

ˆ Feedforward

{ A�ordances

{ Signi�ers

{ Constraints

10



{ Mapping

ˆ Feedback

2.7 Feedforward

Feedforward is the collective information on the product that helps users answer

the questions of execution so that they can smoothly cross the 'Bridge of Execution'

in Figure 2.2.

The questions for the 'Bridge of Execution' are :

ˆ What are the alternative action sequences?

ˆ What action can I do now?

ˆ How do I do it?

Figure 2.3: Feedforward can help to answer the questions of execution. (Image from
the book 'The Design of Everyday Things [7]'

Feedforward is accomplished through the appropriate use of signi�ers, con-

straints, and mappings. The conceptual model also plays an important role [7].

One example of feedforward that helps to answer the question 'What can I do?'

would be simply the label on the button. The label tells users what happens if they

push the button [10].

Another example would also be Hover E�ects. When a user moves their cursor over

a clickable element, like a button or a link, the element can change its look to pro-

vide feedforward. This change can be shown by things like highlighting, changing
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the color, or showing more information. Before clicking, these e�ects show users

what might happen if they do something.

2.7.1 A�ordances

The a�ordance corresponds to a thing's perceived and actual properties, primarily

those basic properties that determine how the thing might be used. When objects

are clearly shaped to �t the hands or body, it is quickly recognized how they might

be used.

Thus, a�ordance is rather a relation between the object and the person and not

necessarily a property of the object. [7]

Imagine someone encountering a physical door with a handle. In this case, the

a�ordance of the door handle is to be grasped and pulled or pushed. The handle's

design, such as its shape, size, and placement, provides visual and physical cues

that indicate how it should be operated. This is an example of an a�ordance in the

physical world.

In the digital realm, one example of an a�ordance would be a button on a website.

The button has a three-dimensional appearance with shadows and gradients and

is placed on a colorful background. These visual cues create an a�ordance that

suggests that the button can be pressed or clicked. The button's design provides a

clear indication of its interactive nature, implying its functionality for the user.

2.7.2 Signi�er

In the real world, an object does what it does based on its physical form and its

connections with other physical objects3. In the digital world, however, an object

does what it does because developers have given it the power to do so.

If a digital object had no visible cues on what the object does, the user would not

know what the functionality of the object is.

Signi�ers play a crucial role in bridging the gap between the invisible function-

ality of a digital element and the user's understanding of what the element does.

By using signi�ers e�ectively, developers can create intuitive interfaces that are un-

derstandable and easy to use.

Interface elements in digital products almost always need to be accompanied by

text or symbols so that users can understand their function. To do this, signi�ers

3For example, a doorbell that is next to a door
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are used, which refer to any markings or labels that tell the user the correct way to

act with an object. Signi�ers are thus signals that indicate how to proceed or what

an action on an element will do.

The a�ordance of a product determines what actions are possible with it (print,

tap, drag, slide, etc.). For example, on a touchscreen, the a�ordance exists to move

the �nger up, down, or sideways or to tap on it. Signi�ers in the other hand, help

show where to press and what actions they will cause.

2.7.3 Mapping

A mapping in HCI refers to the relationship between the control elements and the

resulting outcomes. Mapping is an important concept in the design of User Inter-

faces. Let us imagine a non-digital scenario: Suppose there are many lamps on the

ceiling of a room and a row of light switches on the wall. The mapping de�nes

which control element (in this case, switches) controls which device (in this case,

lamps). In the best case, the control elements are located directly where the object

to be controlled is (or at least very close). This is because it is very easy for users

to �nd out which control element is connected to which object. However, this is

not always possible (e.g., with ceiling lamps) or is sometimes associated with safety

problems (e.g., with stove tops).

Even if the control elements are not directly located at the object to be oper-

ated, there are mappings that support the users: So-called 'natural mappings'. In

natural mapping, the layout of the controls and the devices to be controlled match

spatially. With natural mapping, users can usually immediately understand which

control performs which action.

In addition to natural mappings based on spatial correspondences, there are also

mappings that are culturally determined. For example, the universal gesture that

raising a hand (or turning it to the right) signals 'more' and lowering it (or turning

it to the left) signals 'less'. This is the reason why it is appropriate to display

intensities or quantities vertically and for knobs to have the intensity increase when

turned to the right.

2.7.4 Constraints

Constraints are useful hints about what can be done with a device or in a situation

by speci�cally limiting the possible actions. Constraints thus reduce the number

of possible actions and can thus make the desired interactions more obvious. Con-
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straints are more e�ective and useful if they restrict the possible actions even before

anything has been done. Otherwise, constraints prevent wrong actions after they

have been tried.

A distinction is made between physical constraints and virtual constraints.

Physical constraints

Physical constraints reduce the number of existing or possible operating options

in the real world. USB connectors, for example, are physically constrained, but

depending on the type, these constraints are so inconspicuous that it is sometimes

di�cult to �nd the correct orientation (Type C is designed so that orientation no

longer matters).

The traditional cylindrical AAA battery has insu�cient physical constraints.

It can be inserted in two di�erent positions in a battery slot: one is correct, and

the other can damage the device. For correct handling, signi�ers are needed. De-

vices with batteries often solve the problem better, e.g., by preventing the battery

compartment from closing if the battery is placed the wrong way (but this is a sub-

optimal constraint that constrains the user only after they have tried the action).

Virtual constraints

One of the most obvious constraints in the virtual world is that the mouse pointer

cannot be moved beyond the desktop. Another prominent example is the graying

out of options: In Figure 2.4, the paste action is grayed out to indicate that this

action is not accessible to the user at this time because there is nothing that got

copied.

2.7.5 Forcing functions

Forcing functions are strong constraints (applicable to physical and virtual worlds).

Interlocks and lock-ins are both forcing functions.An interlock enforces that se-

quences of actions take place in a certain order. For example, microwave ovens

usually use interlocks to prevent people from opening the doors before the heating

process is complete.

A lock-in keeps an action active and thus prevents it from being stopped prema-

turely. Many computer programs have lock-ins that ask the user when they close

the program if they really want to exit (without saving the data, for example).
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Figure 2.4: Virtual Constraint

2.8 Feedback

Feedback should be immediate. If feedback appears only slightly delayed, this can

be unnerving for users. Many people give up and move on to other things if the

delay is too long. In principle, all actions users take should be acknowledged, but

this must be done subtly. There are many situations where feedback is poorly

implemented. Feedback should not stop the current 
ow of action by reporting

something obvious or ordinary. Using a constraint, for instance, can often prevent

feedback on incorrect data entry.

If there is too much feedback, people tend to ignore it or, as far as possible, turn

it o�, leading to missing important messages. Until recently, most designers have

used the same tool, the dialog box, to convey feedback to the user. Unfortunately,

this means that subtle status information is never communicated to users because

most designers do not want dialog boxes to always appear (thus stopping user 
ow).

But constant feedback, especially positive feedback, is exactly what users need.

Feedback with detailed information about the status or attributes of a process or

object in the current application is also possible without dialog boxes. Alan Cooper

refers to this as modeless feedback. [11]
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Feedback is modeless if the information for users is built into the structures of

the interface without interrupting the normal 
ow of activities. Modeless feedback

is characterized, in particular, by the fact that this information is subtly displayed

all the time, and no special action is required on the part of the user to obtain or

close the feedback.

2.9 Errors

Estimates suggest that up to 90% of all industrial accidents are the result of human

error [12]. Why are so many people so incompetent? The answer is: They are not.

Those accidents are caused by bad design [7].

De�nition of Human Error: Human Error is de�ned in Norman's book as:

"deviance from the generally accepted correct or appropriate behavior" [7]

2.9.1 Classi�cation of Human Error

Don Norman and the British psychologist James Reason divided human error into

two categories: slips and mistakes [7].

Slips

A slip occurs when a person intends to do one action that was learned but ends

up doing something else. With a slip, the action performed is not the same as the

action that was intended [7]. Slips happen more than mistakes because people often

perform learned procedures.

There are two major classes of slips: action-based and memory-lapse. In action-

based slips, the wrong action is performed. In lapses, memory fails, so the intended

action is not done, or its results are not evaluated. Action-based slips and memory

lapses can be further classi�ed according to their causes. [7]

Mistakes

A mistake occurs when the wrong goal is established, or the wrong plan is formed.

From that point on, even if the actions are executed properly, they are part of the

error because they are inappropriate and part of the wrong plan. [7]

Mistakes have three major classes:rule-based, knowledge-based, and memory-lapse.

A rule-based mistake occurs when a person accurately identi�es the situation but
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Figure 2.5: Action-based slips come from the bottom four stages of the action cycle,
and mistakes come from the top three stages. (Image from the book 'The Design
of Everyday Things' [7])

then selects and follows an incorrect rule or course of action. In a knowledge-

based mistake, the problem is misdiagnosed because of incomplete knowledge. The

memory-lapse mistake involves a lapse in memory that hinders the user's ability to

execute their intended actions or accurately assess their performance e�ectively.

Error and the Seven Stages of Action

In Figure 2.5, it can be seen that mistakes occur at the higher levels of cognition and

involve errors in goal-setting, planning, and comparing results with expectations.

On the other hand, slips arise at the lower stages and include errors in executing a

plan or perceiving and interpreting outcomes. Memory lapses can happen at any

stage of transition, leading to the interruption of the action cycle and incomplete

desired actions.

Slips happen when actions that are done unconsciously get o� track, while mis-

takes happen when people decide to do something wrong. Sometimes, the same

cognitive processes that make users creative and insightful can also lead to mis-

takes. For example, users may generalize too quickly and classify a new situation

as similar to an old one, even when there are signi�cant di�erences. These mistakes

can be hard to spot and �x [7].
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Chapter 3

Interaction Analysis

Here will be presented three out of nine examples (the rest in Appendix B, C, D, E,

F, G) of the manual analysis of the products using Norman's Seven Stages of action

model. This collection of examples help to showcase how a text-book analysis of

Norman's model works. But �rst, here are a few things to consider:

ˆ The analysis depends heavily on the user. For example:

{ The user's actions

{ The user's characteristics

{ The user's technical know-how

{ And other small factors, like the user's preferences and so on

ˆ Sometimes, the worst-case scenario is chosen to show more Gulf of Executions

and Gulf of Evaluations.

ˆ When this analysis encounters Gulfs, they will be identi�ed as (A, B): A

represents the number of Gulfs of Execution, and B represents the number of

Gulfs of Evaluation. This style helps to distinguish and refer to these Gulfs

clearly.

3.1 Example 1: Casio

First of all, it is important to describe the product and the user before continuing

the examples. This product is called a Casio1 and is a digital watch (Figure 3.1).

It has three buttons that can do certain functions: 'Activate Back-light,' 'Setting

the Alarm', 'Stopwatch', 'Changing the Time-Format', and 'Changing the Time'.

The user that tries to accomplish the goal does not have a good conceptual model

1Speci�cally, it is the CASIO Vintage A700WEM-7AEF
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of the Casio (digital watch). That means that he or she does not own a digital

watch and never had to use one.

Goal: The time must be moved forward by one hour.

Plan: The user has some options to reach their goal:

ˆ The user could look at the instruction manual and thus try to change the time

that way

ˆ The user could give the digital watch to his uncle, who has experience with

digital watches that would change the time for the user

ˆ The user could also give the watch to a watch dealer and ask how to change

the time or let him do it for the user

ˆ Or the user could try to change the time by himself, without reading the

manual.

The user chooses the last option.

Specify:

1. Find out which button leads to the settings.

2. Press the correct button until 'Time-setting' mode appears, where one can

change the time.

3. If the hour indicator is blinking, use another button to increase hours (the

user does not know which button increases the hours and does not know if

the hours will blink �rst after getting to 'Time-setting' mode).

Execute:

1. Under the display, the clock has provided a mapping. The mapping is not

perfect because the proximity to the buttons is not guaranteed. But still, one

knows which description belongs to which button. For the next step, the user

excludes the 'Light' button. And must now decide which of the 2 buttons

('Mode', 'Start-Stop / 12-24H') is the right one. The user believes the Mode

Button will change between di�erent modes. The user thinks of a stopwatch

mode and an alarm mode because 'Alarm' is written on the top-left of the

case, above the screen. It could also be that the time setting is also a 'mode'.
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Figure 3.1: Timekeeping Mode of the digital watch. The mode button is the under-
left button. The light button is the upper-left button. And the right button is for
changing the time format.

When the user then looks at the button on the right side, he thinks that this

button will start and stop the stopwatch. Also, because of the 'slash' (/),

the user believes that this button has two functions. Namely, start-stop the

stopwatch and the 12-24H format function. But the user is not sure what is

meant by the latter function. It could be that one can change the time with

this function, or it could be that it changes the time format. But this is not

obvious, and therefore this is a smallGulf of Execution(1,0) . Because the

user is not sure which button to press and therefore has to guess. The user

listens to his gut feeling and chooses the Mode button.

2. After pressing the Mode button once, a sound is heard, and the Alarm menu

(Figure 3.2) appears. The time has changed to 0:00, and the date and day

are not displayed. At the top, one can see 'AL'. And further up on the top

left of the case, 'Alarm' can be seen as a functional description of the clock.

The user interprets this display as the alarm menu. This can be a bit di�cult

to interpret correctly (Gulf of Evaluation (1,1)) . The user is also sure

that the watch has multiple modes because he has the four descriptions above

(Alarm, SIG, SPL, Chrono). However, he does not know what SIG, SPL, and

Chrono mean.

ˆ The user presses the Mode button and sees the stopwatch display (Figure

3.3) with 'ST' instead of 'AL', and the seconds are at 0.

ˆ The user might interpret the 'ST' mode as a stopwatch or time setting

menu, which is a smallGulf of Evaluation(1,2) .
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Figure 3.2: Alarm Mode

Figure 3.3: Stopwatch Mode
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ˆ The user presses the Mode button again and enters the Time Setting

mode, where the seconds are blinking, indicating that they can be changed.

ˆ However, it is not indicated how to change the seconds. The user as-

sumes that he can change to minutes by pressing the Mode button once

more, but the seconds stop blinking, and the clock returns to the initial

state, which is aGulf of Execution(2,2) because the user guessed to

press the Mode button.

Perceive: Normal time display. The seconds are no longer blinking. Seems like

the watch is in 'Timekeeping Mode'. The last step in 'Specify' (change hours) is

not reached.

Interpret: The clock is back to the initial state and displays the time. The last

press on the Mode button leads to going out of the menu.

Compare: Time still the same. The time change did not work. The mode button

does not change to hours/minutes. Press another button next time.

Next Iteration:

Goal: Adjust the time. The time needs to be set one hour ahead.

Plan: Increase the time by 1 hour in the menus. Without a user manual. Through

trial and error.

Specify: The user has learned from the previous interaction how many button

clicks it takes to enter the time-setting mode and now knows which button not to

press when the seconds are blinking.

ˆ Press the Mode button 3 times.

ˆ When the seconds are blinking, press the right-side Button to switch to min-

utes.

ˆ Press the right-side Button again until the hours start blinking (guessed).

ˆ Use the Light Button to adjust the hours (guessed).
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Execute:

ˆ After the �rst Mode Button click, the alarm menu is displayed. With the

second click, the user enters the stopwatch menu. And with the third click, the

user �nally enters the time-setting mode because the current time is displayed,

and the seconds start blinking.

ˆ Since the seconds are blinking, it means that the seconds can be changed.

However, the user wants to change the hours, so he presses the right-side

Button to switch to minutes/hours. But after pressing the right-side Button,

the seconds are reset to 0. Once again, the user has guessed and pressed

the wrong button. Therefore, there is a signi�cantGulf of Execution(3,2)

here because it was simply not apparent to the user which button to press to

switch from setting the seconds to set the minutes/hours. Since the user did

not know that, they had to guess which button was the right one. This is the

second time guessing in the entire process. However, the seconds continue to

blink. This means that the clock is still in 'time-setting mode.'

Perceive: Seconds have been reset to 0. Seconds are still blinking.

Interpret: Seconds have only been reset. Still in time-setting mode.

Compare: Right-side Button has reset the seconds. Goal not achieved. Try

using the Light Button next time. The user could also set the seconds correctly in

the next iteration but decides against it.

Next iteration:

Goal: Same goal. The time must be moved forward by one hour.

Plan: User tries to change the time by himself, without reading the manual. By

trial and error

Specify: The user found out that the clicks he guessed did not do what he wanted.

He has already done all the combinations, and now he is missing the last one.

Namely, press the Light Button and then press the right-side Button.
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ˆ The seconds are still blinking, so the user can directly try pressing the Light

Button to make the minutes blink.

ˆ Press the Light Button again to make the hours blink.

ˆ Press the right-side Button to increase the hours, with each press increasing

the hours by one.

ˆ Exit the mode by pressing the 'Mode' button.

Execute:

ˆ The user presses the Light Button while the seconds are still 
ashing, and

the clock changes from seconds to hours and then to minutes. This is a small

Gulf of Execution(4,2) because the user did not expect the hours to 
ash

directly.

ˆ The user can skip the step where the hours start 
ashing and directly increase

the hours by pressing the right-side Button.

ˆ The hours are still blinking after increasing the hours.

ˆ The user exits the mode by pressing the Mode button and returns to the time

display. The hours stop 
ashing, and the clock goes back to its initial state.

ˆ In this iteration, the desired actions from the user were almost the same as

the actions allowed by the system, resulting in no Gulf of Execution. The

user understood the state of the system through trial and error and did not

have to guess which key to press.

Perceiving: The user only had to press the Light Button once for hours to change.

By clicking the right-side Button, the hours increased by 1. Hours are still blinking.

After pressing Mode Button, hours stop 
ashing.

Interpret: Light Button has changed the selection to the hours. And the right-side

Button has increased hours by 1. By pressing the Mode Button, the clock returns

to the initial state.

Compare: Hours increased by 1. Goal reached.

During the entire interaction with the digital clock, a total of 4 Gulf of Exe-

cutions occurred and a total of2 Gulf of Evaluations .
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3.2 Example 2: Bluetooth Speaker

This product is a Bluetooth speaker from Bang&Olufsen. The exact model is called

BeoPlay P2. It is a small and portable Bluetooth speaker with a minimalist design.

At �rst sight, it seems that this device has no buttons. It has one Power Button,

which is hidden in the backside of the speaker.

The user never used this concrete Bluetooth speaker. He owns a Bluetooth speaker,

but it is not the same model. Additionally, the user does not have a manual avail-

able for him.

Goal: The user wants to set up the Bluetooth speaker, that is, connect it to

his smartphone and play and pause music.

Plan:

1. Ask for guidance from a friend

2. Look on Youtube for videos on how to use the speaker

3. The user tries it himself

4. Look on the manufacturer's website for instructions or a video

The user chooses option 3.

Specify:

ˆ Look for the on/o� button

ˆ Switch on the device

ˆ Locate the Bluetooth pairing mode button

ˆ Activate Bluetooth pairing mode

ˆ Take the smartphone and go to Bluetooth settings

ˆ Scan for Bluetooth devices

ˆ Select the speaker and press connect

ˆ Play music on the smartphone

ˆ Find the button to pause music

ˆ Press the button to pause music
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ˆ Press the button again to play music

Execute:

ˆ The user looks for prominent buttons on this speaker but �nds no buttons.

There are no obvious elements to click on. The user does not know what can

be done with this device. This is a bigGulf of Execution(1,0) . After a

long time of fumbling around with the device, he realizes that he can click on

the logo. Under the logo is the button. (Figure 3.4)

Figure 3.4: Power Button

ˆ By mistake, the user clicked on the button brie
y. There was a short, high-

pitched signal tone from the speakers afterward. When he turned the device

over and looked at the front side, he saw that one LED started blinking

white. This is a small Gulf of Evaluation(1,1) because the feedback does

not happen on the same side where the user clicked the button, and it is

not clear how to interpret the LED. He had to perform another action to

perceive the LED feedback. (Figure 3.5) After less than 2 seconds, the LED

stops blinking and just lights up. The user interpreted that the device started
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Figure 3.5: White LED

booting when it started blinking, and when it only lit white, he interpreted

that the device had now �nished booting.

ˆ For some reason, the user is pretty sure that it has no other buttons. So he

wonders how to get into pairing mode. The user thinks he has 3 options:

{ Long click on the power button for 2-4 seconds

{ Double-click on the power button

{ Click on the power button for a very long time, 5-10 seconds

The user guesses and tries to execute the �rst option �rst. This is aGulf of

Execution(2,1) because he is not sure which option will lead him to the goal. It

is also not described anywhere.

ˆ The user presses the power button for a long time. After pressing it for three

seconds, he hears a short beep, and then he turns the device over. There

was no vibration. On the front, the user sees that the LED is now blinking

blue. (Figure 3.6) The user interprets this blue 
ashing that the device is

in Bluetooth pairing mode. The blue color comes from Bluetooth, and the

blinking means to him that the device is available for other devices to pair

with.

ˆ The user takes out his smartphone. He goes to the settings and activates

Bluetooth on his smartphone.

ˆ After the user has activated his Bluetooth, it starts to search for new devices.

This means that the user does not have to click on 'Scan' at all. After a

27




	Introduction
	Theoretical Basis
	HCI research
	Developments after 1985

	Conceptual models
	Gulf of Execution
	Gulf of Evaluation
	Norman’s Seven Stages of Action Model
	Bridging the gulfs
	Feedforward
	Affordances
	Signifier
	Mapping
	Constraints
	Forcing functions

	Feedback
	Errors
	Classification of Human Error


	Interaction Analysis
	Example 1: Casio
	Example 2: Bluetooth Speaker
	Example 3: PayPal

	Questionnaire
	Methodology
	Problems in finding the Ground Truth

	Results
	Comparison of Unique Gulfs
	Investigating the False Positives

	Categorizing and Visualizing Severity of Problems
	Questionnaire 1
	Questionnaire 2

	Top Five Problems

	Discussions
	Conclusions and Future Work
	Appendix: Short Overview
	Analog Camera
	Ilias File Download
	Canon Image Transfer
	Creating Crypto Wallet
	Swapping Crypto Coins
	Zalando
	Bibliography

